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Abstract

The rapid development of Artificial Intelligence (Al) technology has begun to
significantly impact academic writing practices and processes. Al tools have
increased writing efficiency, improved quality, and boosted student
confidence, but have also raised ethical concerns such as plagiarism and over-
reliance. The purpose of this study is to explore the multifaceted impact of
artificial intelligence (AI) on scientific writing in academic settings from 2020
to 2025. This research method uses a Systematic Literature Review approach
with quantitative and qualitative data from recent research. This paper is
analyzed thematically with the effects of Al on academic productivity, learner
psychology, and pedagogy. The results of this study indicate that recent
empirical studies highlight substantial benefits and important challenges
associated with the integration of Artificial Intelligence (AI) tools in the
context of academic writing. This study concludes that the urgency of
responsible Al integration, supported by governance and educational
frameworks to maintain academic integrity and maximize the benefits of AL
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INTRODUCTION

The rapid development of Artificial Intelligence (Al) technologies has begun to

significantly influence the practices and processes of academic writing. Once primarily guided

by cognitive models such as Flower and Hayes’ (1981) cognitive process theory of writing, which

emphasized planning, translating, and revising as iterative mental activities, and genre-based

approaches (Badger & White, 2000; Hyland, 2003) that positioned writing as both a linguistic

skill and a social act, academic writing is now undergoing a paradigm shift. Al-driven tools

ranging from grammar checkers to advanced language generation models are reshaping how

writers approach drafting, revising, and refining scholarly texts (Brown & Taylor, 2023;
Johnson, Reyes, & Wang, 2024).
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The integration of Al in academic writing presents clear benefits. Studies have shown
improvements in linguistic accuracy, stylistic consistency, and efficiency, enabling writers to
focus more on content development and critical thinking (Brown & Taylor, 2023).
Furthermore, Al can facilitate genre awareness and scaffolding core principles of process-
genre pedagogies by providing real-time exemplars and feedback aligned with disciplinary
conventions (Badger & White, 2000; Hyland, 2003).

However, the widespread adoption of Al also raises substantial challenges and ethical
concerns. Plagiarism detection remains a persistent issue in higher education (Bretag, 2019),
and the use of generative Al complicates traditional notions of authorship, originality, and
intellectual integrity. As Johnson et al. (2024) note, the period between 2020 and 2025 has
witnessed both enthusiasm for Al’s potential and apprehension about its misuse, with
educators and institutions struggling to balance innovation with academic honesty.

Given these evolving dynamics, this paper examines The Influence of Artificial Intelligence
on Scientific Writing in the Academic Writing: Benefits, Challenges, and Ethical Considerations. By
situating the discussion within established theories of writing (Flower & Hayes, 1981; Badger
& White, 2000; Hyland, 2003) and contemporary research on Al adoption (Brown & Taylor,
2023; Johnson et al., 2024), this study seeks to provide a nuanced understanding of how Al is
reshaping not only the mechanics of writing but also the ethical frameworks within which
academic communication operates.

Artificial intelligence (AI) has rapidly integrated into the academic ecosystem,
transforming the process of scientific writing. The surge in Al tools like ChatGPT, Grammarly,
and Turnitin has led to marked improvements in efficiency, writing quality, and learner
confidence (OpenAl, 2023; Johnson, Reyes, & Wang, 2024). However, this integration presents
ethical challenges including potential plagiarism and dependency risks (Smith & Lee, 2022).
This paper examines the current landscape of Al's impact on academic writing,
contextualizing its benefits and concerns within recent scholarly discourse. This investigation
is grounded in cognitive and socio-technical theories of learning and writing, particularly
Flower and Hayes' (1981) cognitive process model which highlights the recursive nature of
writing. Al is conceptualized as a scaffolding tool supporting metacognitive skills like
planning, revising, and editing (Hyland, 2003; Badger & White, 2000). Ethical frameworks
from academic integrity literature inform discussion on Al misuse risks (Sutherland-Smith,
2014; Bretag, 2019). Therfore, he purpose of this study is to explore the multifaceted impact of
artificial intelligence (AI) on scientific writing in academic settings from 2020 to 2025.

The purpose of this study is to explore the multifaceted impact of artificial intelligence
(AI) on scientific writing in academic settings from 2020 to 2025. It is hoped that this research
will serve as a reference source regarding responsible Al integration, supported by governance

and educational frameworks to maintain academic integrity and maximize the benefits of Al
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METHODS

This study employed a Systematic Literature Review (SLR) approach, aiming to identify,
evaluate, and synthesize scientific findings related to the impact of artificial intelligence (AI)
on academic writing during the 2020-2025 period. The research process was conducted over
three months, from July to September 2025, with the primary data processing location at the
University of Muhammadiyah Papua. A systematic literature search was conducted through
reputable international academic databases, such as Google Scholar, PubMed, Scopus, and
ERIC, using the keywords "artificial intelligence in academic writing," "Al ethics in higher

"non

education," "academic integrity and AL" and "writing efficiency with AL" Articles were
selected based on inclusion criteria: peer-reviewed publications in English and Indonesian,
published between 2020-2025, and directly discussing the use of Al in the context of academic
writing and its ethical implications. Articles that did not meet the relevance criteria or lacked
empirical data were excluded from the analysis.

The research stages included data identification, screening, selection, and synthesis. In
the identification stage, all articles found from the database were collected into a reference
manager to avoid duplication. The screening stage was conducted by reading titles, abstracts,
and keywords to ensure they align with the research focus. The selection stage then narrowed
down the articles based on the completeness of empirical data and their contribution to the
benefits, challenges, and ethical considerations of Al use. The collected data were analyzed
using a thematic qualitative approach to group key issues such as increased efficiency, student
psychological impact, academic integrity, and ethical challenges. Furthermore, descriptive
quantitative analysis was used to map publication trends, Al adoption rates, and the
proportion of ethical issues through bar and pie chart visualizations. The results of this
analysis were then synthesized to produce a comprehensive picture of the dynamics of Al use

in academic writing.

FINDINGS AND DISCUSSION

The findings from recent empirical studies highlight both the substantial benefits and
notable challenges associated with the integration of Artificial Intelligence (AI) tools in
academic writing contexts.

A primary advantage is the measurable improvement in writing quality. Brown and
Taylor (2023) report an average 37% increase in grammar accuracy, coherence, and structural
integrity when writers utilized Al-assisted tools. This aligns with earlier theoretical
frameworks such as the process-genre approach (Badger & White, 2000; Hyland, 2003), which
emphasize the interplay between linguistic accuracy and genre awareness. Al’s ability to
provide real-time feedback on syntax, word choice, and organizational patterns effectively
supplements these pedagogical approaches, enabling writers to produce more polished and

academically appropriate texts.
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o Writing quality improvements averaged a 37% increase as measured by grammar

accuracy, coherence, and structure metrics (Brown & Taylor, 2023).

o Writing time was reduced by approximately 9.5% on average, measured using timed

writing tasks (Nguyen, O’Connor, & Smith, 2024).

o Surveys involving over 2,000 students showed 85% had positive perceptions of Al tools

boosting confidence and reducing writing anxiety (Lee & Chen, 2023).

o Ethical concerns were reported by 68% of educators regarding plagiarism and originality

maintenance (Patel & Singh, 2025).

Beyond quality improvements, efficiency gains are also notable. Nguyen, O’Connor, and
Smith (2024) found that writing time decreased by approximately 9.5% on average when Al
support was incorporated. This reduction is significant, particularly in academic environments
where deadlines and workload pressures are constant. By automating lower-order concerns
such as grammar correction and reference formatting, Al allows writers to allocate more
cognitive resources to higher-order processes such as argument development and critical
analysis paralleling Flower and Hayes’ (1981) emphasis on strategic planning and revising.

From an affective standpoint, the impact on writers” confidence is particularly striking.
Lee and Chen’s (2023) survey of over 2,000 students revealed that 85% perceived Al tools as
confidence boosters, with many reporting reduced writing-related anxiety. This psychological
benefit is critical in academic writing, where fear of errors and linguistic insecurity can hinder
productivity and creativity. By providing a supportive, nonjudgmental feedback
environment, Al tools can lower affective barriers and foster a more positive writing
experience, especially for novice or second-language writers.

However, these benefits are counterbalanced by substantial ethical concerns. Patel and
Singh (2025) note that 68% of educators expressed apprehension about plagiarism risks and
the challenge of maintaining originality when Al is used extensively. These concerns reflect
broader debates on authorship, intellectual property, and academic integrity in the digital age.
As Bretag (2019) warns, technological advancements can inadvertently facilitate academic
misconduct if institutional policies, assessment practices, and ethical training do not evolve
concurrently. The ability of Al to generate high-quality text rapidly raises questions about the
boundary between legitimate assistance and unethical substitution of effort.

Taken together, the evidence suggests that while Al offers transformative potential for
improving writing quality, efficiency, and learner confidence, its implementation must be
accompanied by robust ethical guidelines, transparent disclosure practices, and pedagogical
strategies that emphasize critical engagement rather than passive dependence. Without such
safeguards, the risk is that Al’s benefits could be undermined by compromised academic
integrity and diminished writer autonomy. Future research should therefore focus on
developing balanced frameworks that integrate Al's affordances with explicit instruction on
responsible use, ensuring that the technology serves as a complement to rather than a

replacement for human authorship and intellectual effort.
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Figure 1. The integration of Artificial Intelligence into academic writing

The integration of Artificial Intelligence into academic writing represents a profound
transformation in how scholarly texts are produced, refined, and evaluated. Evidence from
recent studies demonstrates that Al tools can significantly enhance writing quality, with
measurable gains in grammar accuracy, coherence, and structural clarity (Brown & Taylor,
2023). The capacity to improve linguistic precision while reducing writing time by nearly 10%
(Nguyen, O’Connor, & Smith, 2024) positions Al as not merely an auxiliary aid but as a catalyst
for increased productivity and efficiency in academic contexts. These improvements are not
solely mechanical; they extend to the affective dimension of writing. The finding that 85% of
students reported greater confidence and reduced anxiety when using Al (Lee & Chen, 2023)
underscores the technology’s potential to create more inclusive and psychologically
supportive learning environments.

However, the benefits of Al cannot be disentangled from the ethical challenges it
presents. The high proportion of educators 68% expressing concern over plagiarism and
originality (Patel & Singh, 2025) reflects deep-seated apprehensions about authorship,
intellectual property, and the erosion of critical thinking skills. Without adequate safeguards,
there is a tangible risk that Al tools could foster overreliance, diminish student engagement in
the cognitive processes of writing, and blur the boundaries between legitimate assistance and

academic dishonesty.

CONCLUSION

The influence of Al on academic writing must be approached through a balanced
framework that maximizes its pedagogical and productivity benefits while embedding ethical
literacy at the core of its use. Institutions should develop explicit policies on disclosure,
authorship attribution, and responsible integration of Al into coursework and research.
Pedagogically, Al should be positioned as a tool for enhancing not replacing the human
elements of creativity, critical analysis, and disciplinary voice.

In sum, AI has the potential to reshape academic writing into a more efficient, accurate,

and confidence-building process, but its adoption demands deliberate and principled action
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from educators, institutions, and learners alike. The challenge moving forward is not simply
whether AI should be used, but how it can be leveraged to uphold the integrity, originality,
and intellectual rigor that define scholarly communication. Future research should continue
to explore the nuanced interplay between technological assistance and human authorship,
ensuring that in the pursuit of efficiency and quality, the essence of academic writing is not

lost but enriched.
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